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A computational procedure is described for assigning the absolute hand
of the structure of a protein or assembly determined by single-particle
electron microscopy. The procedure requires a pair of micrographs of the
same particle field recorded at two tilt angles of a single tilt-axis specimen
holder together with the three-dimensional map whose hand is being
determined. For orientations determined from particles on one micro-
graph using the map, the agreement (average phase residual) between
particle images on the second micrograph and map projections is deter-
mined for all possible choices of tilt angle and axis. Whether the agree-
ment is better at the known tilt angle and axis of the microscope or its
inverse indicates whether the map is of correct or incorrect hand. An
increased discrimination of correct from incorrect hand (free hand differ-
ence), as well as accurate identification of the known values for the tilt
angle and axis, can be used as targets for rapidly optimizing the search
or refinement procedures used to determine particle orientations.
Optimized refinement reduces the tendency for the model to match noise
in a single image, thus improving the accuracy of the orientation determi-
nation and therefore the quality of the resulting map. The hand determi-
nation and refinement optimization procedure is applied to image pairs
of the dihydrolipoyl acetyltransferase (E2) catalytic core of the pyruvate
dehydrogenase complex from Bacillus stearothermophilus taken by low-
dose electron cryomicroscopy. Structure factor amplitudes of a three-
dimensional map of the E2 catalytic core obtained by averaging untilted
images of 3667 icosahedral particles are compared to a scattering reference
using a Guinier plot. A noise-dependent structure factor weight is derived
and used in conjunction with a temperature factor (B = —1000 A% to
restore high-resolution contrast without amplifying noise and to visualize
molecular features to 8.7 A resolution, according to a new objective
criterion for resolution assessment proposed here.
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Introduction

Electron cryomicroscopy can be used to deter-
mine the structure of unstained proteins and
macromolecular assemblies in rapidly frozen thin
films of amorphous ice without the need for
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MTE, modulation transfer function.
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crystals. For thin specimens, particle images in
electron micrographs after correction for the phase
contrast transfer function (CTF) are projections of
the structure, and three-dimensional maps of the
structure can be calculated by recording all the
unique projections required to a given resolution.
Different projections can be obtained by tilting the
specimen as in electron tomography. However,
radiation damage prevents the recording of even a
single image with high signal-to-noise ratio from
an unstained protein molecule in ice, and it is
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necessary to align and average noisy, low-contrast
images of many particles in many orientations
recorded under low-dose conditions (5-20 e~ /A?).
A theoretical estimate suggests that averaging less
than 10° images may in principle be sufficient to
determine the structure of a protein to atomic
resolution, provided the position and orientation
of the particles can be determined from low-
contrast images.' Improvements in the quality of
images as well as in the computational procedures
for determining structures from images are
required to realize this in practice.

Methods have been described for calculating low-
resolution maps de novo from untilted projection
data by classifying and averaging similar images
and then determining the relative orientation of
the average projections in three dimensions,
termed angular reconstitution.”> Iterative model-
based refinement, which compares the agreement
between projections of the model and the experi-
mental images, can then be used to improve the
assignment of single-particle orientations and
microscope parameters leading to better and
higher-resolution models. Because images of
proteins in ice have low contrast, noise can lead to
incorrect determination of particle orientations.
The difficulty in assessing whether a model has
aligned to signal or noise leads to a danger of
model bias.’?

Untilted projection data alone cannot determine
absolute hand, since exactly the same views can
be produced by a three-dimensional model of the
opposite hand. Thus, knowledge of the absolute
orientation of two views of the particle is required,
otherwise the arbitrary hand of a starting model
will persist during refinement. If a map is at high
enough resolution, the recognition of individual
molecular features or interpretation with a high-
resolution X-ray model of a component can indi-
cate which hand is correct. Klug & Finch*™” first
described tilting experiments for the determination
of the absolute hand of negatively stained icosa-
hedral viruses, and more recently a computational
procedure for hand determination has been
described.®

In this study, we describe an extension of these
hand determination procedures which is straight-
forward to perform and can be used as a tool to
optimize the determination of particle orientations
and to improve the fidelity of the resulting struc-
ture determination. The computational procedure
depends on comparison of particle orientations on
micrographs recorded from tilted and untilted
specimens. We apply it to high-resolution, low-
dose images of the dihydrolipoyl acetyltransferase
(E2) catalytic core of the pyruvate dehydrogenase
complex of Bacillus stearothermophilus. We then
examine the factors that influence the determi-
nation of particle orientations and which therefore
affect the confidence with which correct hand can
be discriminated from incorrect hand. We show
that the known tilt angle and tilt axis in the experi-
ment can be used as unbiased targets for rapidly

optimizing the computational parameters that
influence the accuracy of orientation determi-
nation. Using these optimized parameters leads to
better particle orientations and to better three-
dimensional maps from untilted data.

In order to visualize the highest-resolution
features once such a map is obtained, it is necess-
ary to correct for the loss of contrast in the map at
high resolution from causes such as radiation
damage, imaging imperfections, and errors in the
reconstruction procedure. We estimate the decay
in the structure factor amplitudes with resolution
by comparing structure factors on an absolute
scale with an objective scattering reference. We
determine the temperature factor (B = —1000 A?)
and derive noise-dependent structure factor
weights required to correct the structure factor
amplitudes without amplifying noise. Features
of the potential map of the E2 catalytic core
thus obtained at 8.7 A resolution using 3667 icosa-
hedral particle images (220,020 asymmetric units)
are similar to those of a structural model
obtained by X-ray crystallography. Comparison of
the map and X-ray model allows an inde-
pendent assessment of the resolution of the
map and confirms the success of the restoration
procedures.

Theoretical Background

Guinier analysis

Proteins contain a hierarchy of structural
features. Spherically averaging structure factor
amplitudes in resolution shells emphasizes com-
mon resolution-dependent features of all proteins
and facilitates comparison with reference structure
factors or theoretical scattering criteria. Analysis
of the structure factors of a three-dimensional
potential map determined by electron microscopy
may be treated in the same framework as that
used to study the spherically averaged structure
factor data obtained in solution scattering experi-
ments using X-rays or neutrons. In addition,
spherical averages of structure factor correlations
between independent maps are the basis of
resolution  assessment and  signal-to-noise
estimation in single-particle analysis.

Reciprocal space structure factor amplitudes of a
protein span several orders of magnitude as a func-
tion of resolution. A Guinier plot shows the natural
logarithm of the average structure factor as a
function of resolution (1/d?). Figure 1 presents a
schematic Guinier plot of a protein consisting of
two regions: (1) a steeply descending shape/
solvent-dependent region at low resolution; and
(2) a relatively flat secondary structure/random
atom region at high resolution.

At the lowest resolution, the amplitudes are
determined by the shape of the protein contrasted
against solvent. In the Guinier approximation,’
applicable to resolutions d ~ 2mRg, where R; is
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Figure 1. Schematic Guinier plot shows the natural logarithm of the spherically averaged structure factor amplitude
(F) for a protein against 1/d?, where d is the resolution (A). Zero angle scattering is equal to N,oms carbon equivalents
of the molecular mass multiplied by the solvent contrast (0.28) and places the scattering on an absolute scale. The
protein scattering curve (red line) consists of a low-resolution region (4 > 10 A) determined by molecular shape and
solvent contrast, and a high-resolution region (d < 10 A) which approaches the scattering of randomly placed atoms
described by Wilson statistics, which decreases only slightly with resolution and may be approximated by the hori-
zontal line of amplitude +/Natoms. The high-resolution region may also have structure correspondmg to fold-specific
features, including a-helix and B-sheet. The average noise amplitude is Fuoisery fOr a single image or Fnoise(1)/ \/ﬁ after
averaging N images. Low-resolution structure factor amplitudes are also shown for a large structure that might be
studied by tomography and a small molecular mass particle which has a low-resolution scattering amplitude below
the noise level for one image (blue lines). The experimental contrast loss for structure factors at high resolution due
to imperfect images is indicated by a dotted red line labeled by its slope, the temperature factor B;yag. Additional con-
trast lost due to imperfect computations gives a line with slope Boyeran, which is the sum of temperature factors Bimage
and Beomputation- The resolution limit is indicated where the structure factor curve equals the noise level, which in this

example occurs at 10° particles for Boyeran, but at 10° particles if Beomputation = 0-

the radius of gyration, the scattering amplitude is
described by:

=(p- pO)Vproteinei(ZﬂZRé/wz)

where (p — py) is the difference in scattering
density between protein (p) and solvent (po).
When written in terms of protein atomic scattering
factors f;:

F=((p— po)/0)>_ nify) e @™ K3

The scattering maximum occurs at zero angle (d =
o) where all atoms scatter in phase and is equal
to >, mfi multiplied by the solvent contrast term
(p — po)/p- The mean structure factor amplitude is
large but decays rapidly with resolution and con-
tinues to reflect shape and solvent to about 10 A.
Beyond 10 A, the mean scattering amplitude
depends to some extent on protein-specific features
including fold and secondary structure, but on
average is determined by the essentially random
position of atoms in the interior of the protein.
According to Wilson statistics,'” the average scat-
tering amplitude from randomly positioned atoms

is given by F = />, n;f?. This average amplitude
decreases slowly with resolution roughly in line

with individual atomic form factors, but is essen-
tially constant when compared to decay in the
shape/solvent region at lower resolution. Predomi-
nantly a-helical structures tend to have stronger
diffraction around 10 A resolution, whereas those
with larger amounts of B-structure diffract more
strongly around 4.5 A, producing small deviations
from Wilson scattering.

Experimental structure factor amplitudes may be
placed on an absolute scale by setting the zero
angle scattering equal to ((p — po)/pP)Natoms and
average scattering amplitude in the Wilson regime
equal to +/Natoms, where Natoms is the number of
equivalent atoms of identical scattering factor

such that Nytoms/+Natoms = (O 11ifi/ 1/ >_; nif#). For

a typical protein, Noms may be determined by
assuming the protein molecular mass is made up of
Natoms €quivalent carbon atoms (12 X N,ioms Daltons).
In this simplified model, the scattering amplitude
at both low and high resolution may be expressed
in terms of a single parameter derived from the
molecular mass. The molecular mass of a protein
is usually known in advance of structural study.
The solvent contrast factor (p — pg)/p is equal to
about 0.28 for X-rays (assuming protein density_p
is 0.42 e/ A? in proteins and solvent p, is 0.30 e/ A®
for ice of mass density 0.92 g/cm?). When calculated
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using neutral atom electron-scattering factors, (p —
po)/p is approximately 0.42.

Averaging particle images

The average noise level of a low-dose image
limits the ability to record structure factors to a
resolution given by the intersection of the protein
amplitude curve with the average noise amplitude
for one particle image. The amplitude of the
average noise spectrum for one particle image can
be placed on the absolute scale of the protein
structure factors and is represented in Figure 1 as
a line with amplitude Fnoiset)- The ability to
average images of identical particles increases the
signal-to-noise ratio and makes high-resolution
information accessible. When the amplitude of the
noise after averaging N particle images is plotted
on an absolute scale, this corresponds to a noise
level Froisen) = (Foisect)/vVN), where Fyoieeqr) is the
noise level for one image. Fnoiseqwy is drawn for
various numbers of images in Figure 1. The resol-
ution achieved for a given experiment and a given
number of images is therefore the point at which
the protein structure factor amplitude equals the
amplitude of the average noise level.

Coherent averaging of structure factors requires
determination of particle orientations and pos-
itions on the film. Structure factors (reflecting both
shape and higher-resolution features) above the
noise level provide the signal used to determine
orientations of individual particles. Since the struc-
ture factor is proportional to molecular mass, a
particle of higher molecular mass will intersect the
noise level at higher resolution than a smaller
particle. A lower molecular mass threshold exists,
perhaps around 50 kDa,' where the low-resolution
signal does not reach above the noise level for a
single low-dose image. In this case it will be
impossible to determine the orientation parameters
for the particle in order to average images of many
identical particles.

The structure factor amplitudes at resolutions
essential for alignment must not be attenuated by
the microscope CTE. Defocus is used to increase
contrast by enhancing low-resolution structure
factor frequencies that are essential for alignment.
Effects of high defocus include the introduction of
zeroes in the structure factor transform and spatial
displacement of structure factor spacings in the
image." The image must be corrected for these
effects of the CTEF, requiring coherent illumination
and an accurate knowledge of the defocus and
astigmatism.

Tomography

For specimens in which every particle structure
is different, averaging many particles is not
possible, and multiple projections must be
obtained by tomography. The orientation of each
projection relative to the others in the tomographic
series is known. Therefore, the particle orientation

parameters need not be determined in each micro-
graph, and a lower dose can be used to record
each projection, but the number of images in the
series is still limited by radiation damage. Accord-
ing to the dose fractionation theorem, the signal-
to-noise ratio of a projection of the final reconstruc-
tion is not greater than if the total dose were used
to record just the single projection.'”” The ultimate
resolution of tomography is therefore limited to
the intersection of the average structure factor
amplitude with the noise level in a single image
recorded with the total dose (See Figure 1, inter-
section of the structure factor amplitude with the
noise level Fnoiseqy for one image). A higher
molecular mass object will intersect the noise
level at higher resolution than a smaller particle.
Tomographic reconstruction to ~20 A for high
molecular mass specimens is an important goal."”
The limiting resolution of tomography may be esti-
mated by extrapolation from the resolution and
noise level obtained when averaging single-particle
images to that obtained from one image. If low-
resolution features tolerate a greater electron dose
than high-resolution features, then use of a greater
total dose than optimum for high-resolution,
single-particle analysis may result in a further
small improvement in the resolution predicted for
cryotomography.

Loss of contrast

Experimental density maps determined by
single-particle electron microscopy show a loss of
contrast at high resolution. As elsewhere,' the con-
trast loss can be measured as the ratio of structure
factor amplitudes of the experimental map and
reference amplitudes. The reference amplitudes
can be derived from a high-resolution X-ray struc-
ture or theoretical scattering criteria such as those
described above.

The loss of contrast at high resolution is a
property of the images, and therefore recording
the best possible experimental images is essential.
Factors which may degrade image contrast include
specimen movement and charging, radiation
damage, inelastic electron-scattering events, partial
microscope coherence, and particle flexibility and
heterogeneity."* The combined effect of these
factors may be modeled by a Gaussian fall-off of
structure factors at high resolution given by
e Bmage/4)  with temperature factor B; as

image
drawn in Figure 1.

The contrast may be decreased further by the
inability of the computational procedures to extract
and average the signal from the micrograph. The
densitometer modulation transfer function (MTF)
may contribute to contrast loss in the digitized
image. The poor signal-to-noise ratio of the images
makes computational determination of orientation
parameters and microscope parameters difficult.
Inaccurate or completely incorrect assignment of
these parameters will blur features in the image in
proportion to resolution or add noise in more
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complex ways. This incoherent averaging causes a
decline in contrast, which may be described by
e~ Beompuaion /4 a5 shown in Figure 1. The relative
contribution of this computational loss of contrast
may be difficult to distinguish from the experimen-
tal loss of contrast in the images themselves. The
structure will have an overall temperature factor,
Boveran, the sum of Binage and Beomputation, Which
reflects all the factors which reduce contrast.
Because the resolution limit of the structure is
determined by the intersection of the average
structure factor with the average noise level, a
larger temperature factor requires averaging more
particles to achieve a given resolution.

Contrast restoration

It is necessary to restore the high-resolution
structure factor amplitudes of a map so that low
and high-resolution terms have correct relative
scaling (also called sharpening). The down-
weighting of the high-resolution data due to
contrast loss will make the map look relatively
smooth and featureless. The experimental
(positive) temperature factor describing the con-
trast loss can be measured with respect to a scatter-
ing reference on a Guinier plot. The amplitudes can
then be corrected by applying a negative tempera-
ture factor (Beson) in the form e Bresore/48) 15
However, this type of simple sharpening will
amplify the noise as well as the signal (signal-to-
noise ratio unchanged). At high resolution where
the signal has become weak, this will simply make
the map noisier, so the amount of sharpening must
be appropriately weighted according to the signal/
noise present in the map at a given resolution.

The signal-to-noise ratio of the map may be
derived from a common criterion for resolution
assessment, the Fourier shell correlation (FSC).'%"
In the Appendix we argue for a resolution criterion
based on the estimated correlation between a map
calculated from a full dataset and a perfect refer-
ence map containing no errors. This correlation,
C.t, may be calculated for a resolution shell as
Cref = \/ (2FSC/(1 + FSC)), where FSC is the corre-
lation between two independent maps, each calcu-
lated from half the data. Also shown in the
Appendix, C, is equal to the cosine of the average
phase error and is equivalent to the crystallo-
graphic figure-of-merit,'® a common measure of
map interpretability in X-ray crystallography.

Because an experimental structure factor is the
sum of both signal and noise components,

we show in the Appendix that Cf=

\/S?/(§* + (N?/2)) where S is the average signal

amplitude and N/+?2 is the average noise ampli-
tude in the full dataset. At low resolution, where
the structure factors are free of noise, C,os ~ 1. At
the resolution limit of the map, where S ~ N, C,«
becomes less than 1. Noise-weighted structure
factors that are the product of C,¢ and F will
down-weight resolution shells containing noise.

Thus, as with the figure-of-merit weighting used
in X-ray crystallography,'® a map calculated using

amplitudes multiplied by  Cpef @ Bresore/4d) =
V/2FSC/(1 + FSC) e Bresore/4)  wiill be the best
map.

Results

Microscopy and image analysis of E2CD

We chose the E2 catalytic core of the B. stearo-
thermophilus pyruvate dehydrogenase complex as
a test specimen for high-resolution, single-particle
cryomicroscopy. Pyruvate dehydrogenase is a com-
plex of up to 10 MDa containing three enzymes
(E1, E2, E3) that catalyze the conversion of
pyruvate to acetyl CoA and CO,. The E2 protein is
a dihydrolipoyl acetyltranferase and, depending
on the organism, forms a cubic or icosahedral core
of the complex through the oligomerization of its
C-terminal catalytic domain (28 kDa). E2 also con-
tains one or more N-terminal lipoyl domains and
an E1/E3 binding domain connected by flexible
polypeptide linkers.” X-ray studies®® and electron
microscopy studies® of a truncated form of the
B. stearothermophilus E2 protein containing only the
28 kDa catalytic core domain (E2CD) show an
icosahedral complex with 60 subunits and mass of
1.5 MDa.

High-resolution images of E2CD in ice were
collected under low-dose conditions (15-20e~/
A?) at 300 kV on a microscope with a field emission
gun. A range of defocus values (2.3-7.7 um) were
included to fill in reciprocal space zeroes resulting
from the CTE. All the defocus values were large to
enhance low-resolution contrast helpful in finding
particles. A similar strategy of using large defocus
values will be essential in microscopy of lower
molecular mass particles. We included the carbon
support surrounding the ice holes in the image to
reduce specimen charging” and to provide a
source of strong scattering for an initial estimate
of the defocus for the film. Particle coordinates on
a digitized micrograph were selected manually
and individual particle images were cut out in
boxes. Typical particle images are shown in
Figure 2(a) and (b). .

We wused a previously described 145A
resolution map,” calculated by angular reconstitu-
tion from untilted images with subsequent refine-
ment, as a starting point for model-based
determination of orientation and microscope para-
meters of the single-particle images. The program
FREALIGN® was used to refine parameters for
individual images, correct for the effects of the
microscope CTF, and to calculate three-dimen-
sional electron potential maps. The orientation of
a particle is described by three Euler angles (i, 6,
¢) which give the relative orientation of the three-
dimensional model corresponding to the image
projection and the translation (x,y) describing the
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Figure 2. Images of B. stearothermophilus E2CD in ice at 59,000X magnification and a defocus of 5.9 pm. (a) Raw par-
ticle images selected from a film recorded with an untilted specimen holder and (b) the same particles from a second
film recorded with the specimen holder tilted by 10°. (c) Model used to determine particle orientations and to calculate
projections matching the particle orientations shown in the bottom rows of (a) and (b).

location of the center of the particle projection.
Microscope parameters for individual particles
include the magnification and three parameters
describing defocus (AF1, AF2, and the angle of
astigmatism). The quality of the reconstruction
ultimately depends on the correct assignment of
the particle orientations and microscope par-
ameters. During iterative model refinement, the
images are first corrected for the effects of the
CTE, and then particle orientations or microscope
parameters are refined by improving the agree-
ment between calculated model projections and
CTF-corrected images. A better model should
therefore lead to more accurate determination of
particle orientations and microscope parameters.
When more accurate microscope parameters are
used in CTF correction, the subsequent refinement
of particle orientations will be more accurate.
CTF-correction is performed on raw images by

first multiplying image transforms by the CTF
which includes both phase and amplitude contrast
terms (see the equation given in the legend to
Table 1), and is a function of three image-specific
parameters AF1, AF2, and the angle of astigmatism.
An effect of defocus (AF) is to displace image
spacings of resolution d by a distance NAF/d,
where \ is the electron wavelength.** In order to
include all the information, the raw image box
size was chosen to be D + 2R, where D is the
particle diameter and R is the displacement
expected for the most defocused image at the
maximum resolution spacing expected in the
reconstruction. In reciprocal space, the effect of
multiplying by an accurately determined CTF is to
invert image phases which are of the wrong sign
due to the microscope transfer function, enhance
frequencies near CTF maxima, and attenuate
frequencies near zeroes of the CTE. The effect in
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Table 1. Effect of orientation refinement parameter on
absolute hand determination

Film 2 score (data 100-35 A)

Refinement . at phase residual minimum
parameter Film 1 score
Data resolution
(&) )
_— Buntite Tilt angle Otrechand  Adsrechand
Min Max
100 35 35.7 7.5 48.53 6.50
80 25 442 11.5 43.86 16.32
80 20 51.1 10.6 43.40 16.72
80 15 60.5 10.8 43.25 16.65
80 35 34.8 7.0 45.70 5.90
45 20 62.0 - 46.44 14.48
300 20 49.8 10.8 43.41 16.32
80 15 46.8 10.0 43.05 17.04
Map quality
Map 006 49.5 10.0 4297 15.46
Map 031 49.5 10.0 42.99 15.63
Map (Figure 1(c)) 46.3 10.0 40.76 17.06

Refinement parameter (data resolution range) was varied in
determining orientations of 50 particle images from untilted
film 1 and scored with average phase residual un
Orientations on film 1 were then scored for agreement against
50 particle images from tilted film 2. The scores on film 2
include the tilt angle, average phase residual at the minimum
corresponding to the correct hand (&bgeehana, the “free hand
phase residual”), and the difference between the average phase
residual at the correct hand and the incorrect hand (Adgechand,
the “free hand difference”). Different maps were compared
after optimizing all refinement parameters below. Values for
refinement parameters influencing orientation determination
after optimization: reconstruction radius: 146 A. Resolution
range: 100-15A. Number of cycles of randomization and
refinement: 200. PBC =100, BOFF =35 DANG = 200.
Fraction amplitude contrast WGH: 0.07 (see following CTF
equation). CTF = —+/1 — WGH?2sin y — WGH cosx, where x =
oa /N AFe?  C,0*

TN 4
tive lens (2.0 mm), 0 is the diffraction angle \/d, and the defocus
AF in direction ®,,, is AF = AF;cos?® + AF,sin’®, where AF,
and AF, are the amounts of defocus in two orthogonal direc-
tions, ® = Bgps — Dangast, and Dyngase is the angle with defocus
AF,.

2 Refinement temperature factor exp(— B, /4d?) B,, 3000 A,

), Cs is the spherical aberration of the objec-

real space is to convolute image densities with the
Fourier transform of the CTE which moves dis-
placed image spacings back to their true location
in the specimen projection. A real space circular
mask with a cosine edge is applied to the CTF-
corrected image and the additional non-centered
particles beyond the reconstruction radius seen in
Figure 2 do not influence subsequent processing.
The transform of the three-dimensional reconstruc-
tion is computed by interpolating and summing
the two-dimensional transform of each image at
lattice points determined by the particle orientation
(0,0,4), and normalizing each lattice point by
dividing by the sum of (CTF)* for all images contri-
buting to the lattice point.** After averaging images
at a variety of defocus values, the resulting struc-
ture factor profile should be directly comparable
to that expected in a theoretical Guinier plot for
the specimen.

The agreement between a projection calculated

from a model and an image is given by the ampli-
tude-weighted phase residual between the Fourier
transform of the CTF-corrected image and the
Fourier transform of the calculated model projec-
tion, PR=>",IA¢Fl/>";|Fil, where A is the
phase difference and F; is the amplitude of the
image structure factor. The value of the phase
residual depends on the accuracy of the orientation
and microscope parameters, the resolution range
over which it is calculated, and also on the noise
level and particular view of the particle in the
image. However, a low value for the phase residual
can reflect a fit between the model projection and
noise, and is not in itself a guarantee of accuracy
in orientation refinement.

For a given model, orientations and microscope
parameters were refined by Powell minimization
with the phase residual as a target.” Refinement
parameters that influence the determination of
particle orientations are listed in Table 1. These
include the resolution range of the data, a refine-
ment temperature factor B, which determines the
relative weight of high and low-resolution data
according to e ®/4") the reconstruction radius,
and the relative weight of amplitude and phase
contrast terms in CTF correction. Additional par-
ameters control further details of the refinement
strategy. In particular, we chose a refinement
strategy in which the particle orientations were
randomized and then minimized a specified
number of times to avoid local minima and to
speed convergence. In this study, the same micro-
scope parameters were used for all the particles
recorded on the same film.

A map based on 1681 icosahedral particles from
14 micrographs recorded independently of those
used to make the starting model contained signal
to 11 A and is shown in Figure 2(c). Our initial
choice of parameters controlling the refinement
came from reasonable assumptions about their
effects and the desire to avoid systematic bias in
the refinement. The maximum data resolution for
refinement was between the first and second
zeroes of the CTF. Reconstructions were always
calculated to a resolution higher than the resol-
ution used in refinement. Signal in the map in
these unbiased resolution shells not used for
refinement was used to judge map improvement.

Absolute hand determination

The three-dimensional model of the E2 core com-
plex described above was derived entirely from
images of untilted specimens, and was therefore
of unknown hand. Although the hand of the map
could be compared to the hand of the X-ray model
(see Comparison with X-ray model), we sought to
develop an automatic procedure to determine the
absolute hand wusing a pair of micrographs
recorded with the specimen at two tilt angles
relative to the electron beam. The application of a
tilt transformation to the orientations determined
for untilted particles gives a predicted orientation
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for the tilted particles. If the model is of correct
hand, its projection should agree with the image
of the tilted particle after rotating by the tilt angle
used in the experiment. If the model is of opposite
hand, its projection will agree with the images
after rotation by the negative of the tilt angle. The
agreement can be scored by the phase residual.

Micrographs were recorded first from an
untilted specimen and then from the same speci-
men tilted by 10.0°. Fifty particles present in both
micrographs were selected, several of which are
shown in Figure 2. The orientations of untilted
particles were determined as described in the last
section. Tilt transformations ({rot,,rot,} (see
Methods) in 1° increments up to *15° covering all
possible directions and tilt angles for the
goniometer were applied to the orientation of each
untilted particle to produce a set of predicted
orientations for each particle corresponding to
each one of the 961 tilt transformations. The phase
residual for each of these tilt-transformed orien-
tations (after re-optimizing the particle translation
x,y) was determined on the tilted particle image.
The phase residual for each tilt transformation
was then averaged for 50 particles and shown in
the contour plot in Figure 3(a). Though a tilt pair
for one particle can show a phase residual mini-
mum sufficient to determine the absolute hand,
some particle images may give an incorrect con-
clusion, and it is therefore better to average a
statistically significant number of particles.

Since the specimen was tilted by +10° to obtain
the second micrograph, a minimum should occur
at a tilt angle of either +10° (if the model has the
correct hand), or —10° (for the incorrect hand).
Only an approximate knowledge of the tilt axis
direction on a micrograph at a given magnification
is necessary for determining absolute hand in this
procedure (see Methods for a detailed protocol for
determining which tilt transformation corresponds
to the microscope tilt axis direction and polarity).
The position of the minimum phase residual,
49.5°, at co-ordinates of (47, +2) corresponds to
the known direction and polarity of the microscope
tilt axis, and demonstrates that the handedness of
our three-dimensional model is correct. The
average phase residual for the opposite hand at
(=7, — 2) is higher by 7.8° than the correct hand
(called the “free hand difference”). However, the
minimum in the plot corresponds to a tilt angle of
7°, which differs from the known tilt angle of 10°
used in the experiment. Because the goniometer
rotation is accurate to 0.1°, the fact that the mini-
mum is not precisely at 10° indicates that the
Euler angle determinations may not be correct for
all the particles.

Use of absolute hand to optimize the
determination of particle orientations

We next tested whether the systematic under-
estimate of the true tilt angle in absolute hand
determination was caused by errors in the deter-
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Figure 3. Determination of the absolute hand of E2CD.
Average phase residuals for 50 particle images recorded
at a tilt of 10° were determined using the 3D model and
tilt-transformed orientation parameters of the corre-
sponding untilted particle images. The contours show
phase residuals for tilt transformations up to 15° along
the x and y axes. A vector from the origin to any point
in the map corresponds to the direction of the tilt axis
and its length is the tilt angle = y/x? 4+ 2. The direction
of the known tilt axis of the microscope is shown as a
black diagonal line. (a) Black squares indicate that the
phase residual for the model shown in Figure 2(c) has a
minimum (49.5°) near the rotation angle of the experi-
ment (7°) and a lower value than for the negative
rotation (57.3°), indicating that the hand of the model is
correct. (b) Same as (a) after parameter optimization
according to Table 1. The minimum (43.2°) is lower and
occurs at a rotation angle of 10°. The discrimination of
correct from incorrect hand or “free hand difference” is
16.7° (compared to 7.8° in (a)).
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mination of particle orientations. Inaccurate or
incorrect particle orientations could result from
non-optimal choices of the refinement parameters
that influence orientation determination. Some
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Figure 4. Optimization of parameters influencing orientation determination. (a) Refinement temperature factor (B,).
Free hand phase residual minimum and free hand difference maximum occur at a B, of 3000 A*. (b) Effect of variation
of defocus AF on free hand difference showing a maximum at 0.3 pm change from starting value of 5.9 um.

choices for refinement parameters were better able
to discriminate the correct hand of the map from
the incorrect hand. We systematically varied the
refinement parameters when determining orien-
tations for the untilted particles only (Table 1 and
Figure 4). The accuracy of the orientations of the
untilted particles for a given choice of refinement
parameter was then assayed on the tilted particle
images. For the tilted particles, phase residuals for
all tilt transformations were calculated with a con-
stant choice of parameters using image data to
low resolution (rp;, =100 A and 74, =35 A) so
that the resulting phase residuals could be directly
compared with each other.

The difference between the phase residual at the
correct and incorrect hand (the “free hand differ-

ence”) as well as the depth of the minimum at the
correct hand (the “free hand phase residual”)
were used as targets for optimizing all the par-
ameters influencing orientation determination. In
addition, the true tilt angle and tilt axis are known
during the experiment and are the same for all par-
ticles on the pair of micrographs, making them
objective targets for optimizing refinement par-
ameters which influence orientation determination
and which affect the calculated tilt axis and tilt
angle given by the location of the minimum phase
residual. All parameters listed in the legend to
Table 1 were varied in determination of the
orientations of the untilted particles.

As shown in Table 1, our results demonstrate
that data resolution limits (7, and 7.,..,) are critical.
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When 7, = 100 A and Fmax = 3D A, the free hand
phase residual is 48.5°, the free hand difference is
6.5°, and the minimum occurs at an angle of 7.5°.
When 7min =80 A and 7m. = 20 A, the free hand
phase residual drops to 43.4°, and the free hand
difference increases to 16.7°. In this case the calcu-
lated tilt angle from the data is 10.6°, much closer
to the actual tilt angle of 10°. The better agreement
with the target values and its correlation with
better free phase residuals suggests better
orientation determination when including higher
resolution data.

In Figure 4, we show further optimization of two
parameters. The refinement B-factor, B,, which
increases or decreases the weighting of higher-
resolution data in the image, was varied between
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—3000 A2 and +12,000 A% A minimum occurs at
3000 A% as shown in Figure 4(a). This indicates
that optimal orientations are found when the data
at 15 A (ma) are attenuated by a factor of 20,
reducing the effect of noise at high resolution in
the images. In Figure 4(b), the optimization of a
microscope parameter, the defocus, is also shown
to influence the free hand difference and the
accuracy of orientation determination.

Figure 3(b) shows the phase residual map after
applying the optimization procedure for all refine-
ment parameters in Table 1. A much lower and
more symmetrical phase residual minimum (43.2°)
occurs at coordinates (410, +2) and corresponds
to a 10° rotation around the known direction and
polarity of the microscope tilt axis. The free hand
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Figure 5. (a) Absolute hand determination as in Figure 3, but with a relative tilt angle of 30° (recorded at *15°). The
+15° tilted film was recorded first, so the phase residual minimum occurs at —30°. (b) Hand determination for 10° tilt
using the second exposed tilted film to determine the hand on the first untilted film. (c) Phase residual for model
against a pair of images of the same particle field recorded without tilting. The tilt-transformed oriention parameters
for each film (labelled ORI 1, ORI 2) were scored against either film 1 or film 2. Tilt angles up to 7° about a single

axis are shown.
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difference (16.7°) is much higher than with the
initial parameters used in Figure 3(a). Using these
optimized refinement parameters, the scores for
absolute hand determination also depend on the
quality of the three-dimensional map, as shown in
Table 1 for several maps calculated over the course
of the structure determination. The improvement
in a map at high resolution can also be demon-
strated by evaluating the minimum phase residual
at the correct hand as a function of resolution.

Hand determination using large tilt angles is
likely to experience all the problems associated
with images of tilted specimens, such as defocus
gradients and greater charging. We have shown
that our procedure works successfully for tilt
angles of 5-10°, where these problems are
expected to be minimal. For large tilt angles, how-
ever, the change in particle view is more dramatic
giving a larger free hand difference and, in
principle, a greater sensitivity for the optimization
of parameters. A large tilt angle also makes the
hand determination procedure a sensitive measure
of particle flattening. We have recorded images at
a variety of tilt angles and in Figure 5(a) we show
the hand determination using the same optimized
refinement parameters for particle images from
two micrographs recorded with a relative tilt
angle of 30(*15°). The tilt angle calculated through
hand determination is 29.4° and was 30.8° for a
second independent experiment. We therefore con-
clude there is no evidence for flattening of particles
during sample preparation for cryomicroscopy, nor
from the effects of irradiation and likely mass loss,
both of which would result in an apparent under-
estimate of the tilt angle.

The same hand determination procedure can be
performed by first determining orientations for
the tilted particles and then scoring the orien-

tations against the untilted particles. The resulting
contour plot (using the same data as Figure 3(b))
is shown in Figure 5(b). Now the minimum should
occur for a —10° rotation (since changing the order
of the films is equivalent to changing the sense of
rotation). However, using optimized parameters,
the calculated rotation angle is —7.5° rather than
—10°, indicating less accuracy in orientation deter-
mination. In other cases where both micrographs
were recorded from tilted specimens, first film
orientations as scored by phase residuals on the
second film were as good as those where the speci-
men was initially untilted. This suggests that poor
orientations on the second film are not the result
of tilting per se, but are the result of radiation
damage. To further demonstrate the effect of radi-
ation damage on orientation determination, we
recorded two consecutive micrographs of the
same particle field without tilting, in which case
orientations on the two films should be identical,
excluding particle movement.

After determining orientations for particles on
the first film, we calculated the effect of applying
a single-axis rotation to the orientations and scor-
ing the average phase residual for particle images
on the same film in the data range 7., =100 A
and 7m.=35A (Figure 5(c)). For orientations
determined on the second film and scored against
the second film, the average phase residual is
higher at the minimum (53.4°) than for first film
orientations scored against the first film (45.4°),
and the variation of phase residual with tilt angle
is shallower, suggesting that orientations are on
average less well-defined. When orientations deter-
mined on the second film are scored against the
first film, the phase residual is lower on the first
film (50.9°) than the second (53.4°), but is not as
low as with orientations determined on the first

b

*

Figure 6. Determination of tilt axis for each particle pair. Particle orientations were determined separately for
particles on the untilted and 10° tilted films. The best tilt axis relating orientations on the untilted and tilted film are
plotted for each particle before (a) and after (b) optimization according to Table 1. Tilt axes within the red circle have

an RMS deviation of 3.2°.
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film (45.4°). The increased phase residual for orien-
tation determination on the second film reflects the
fact that the images themselves have poorer agree-
ment with the model even at low resolution, but
also that orientation determination on the second
film is less accurate, probably because of the
damage to higher-resolution features.

As a final demonstration of the improvement in
particle orientation resulting from parameter
optimization, we used an entirely different
approach requiring the separate determination of
the orientations of the untilted and tilted particles.
For each particle, the best tilt axis was found that
relates the untilted and tilted particle orientations
with the constraint that it lies in the plane normal
to the electron beam (see Methods). We plot the
tilt axis direction and tilt angle for each particle
pair before (Figure 6a) and after (Figure 6b) opti-
mization using the same data and refinement
parameters as used in Figure 3(a) and (b). As
shown by the clustering at the known target

(a) .

values, the tilt axis and angle are also more accu-
rately determined in Figure 6b on an individual
particle basis. Orientations are therefore more
accurately determined after optimization. The
RMS deviation for the well-clustered tilt axes
(within the small circle in Figure 6b) is 3.2°. The
error for the tilt axis reflects errors in orientation
on both films, but the error in orientation on a
single film is the most important quantity to know
for most data collection strategies. For example, if
orientations have two times worse RMS error on
the second film than on the first because of radi-
ation damage, then the RMS orientation error in
orientations on the first film is approximately 1.4°.
Using Figure 6 it is possible to identify individual
image pairs for which the tilt angle is incorrect.
Removing images that are clearly outliers due to
noise features, damage, or particle heterogeneity
may also improve hand discrimination by the free
hand difference.

In summary, the ability to determine absolute

®
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Figure 7. Data for the final E2CD map. (a) Distribution of orientation angles for particles, with 5, 3, and 2-fold sym-
metry axes labeled. (b) Fourier shell correlation (FSC), C.r, and Cxray for the final dataset.
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hand depends on accurate orientation determi-
nation. By using the free hand difference, tilt
angle, and tilt axis as targets for rapidly optimizing
the parameters that influence orientation determi-
nation, the accuracy of the orientations improved.
Orientation determination is influenced by noise,
and each image in a tilt pair will have different
noise features. With the refinement parameters
optimized by hand determination, the minimum
phase residual discriminates between the real
image features and the noise. Better orientations
produce a better map at higher resolution by
reducing the computational temperature factor

(Bcomputation) .

Contrast loss and restoration

We have applied the optimized procedures for
the refinement of particle parameters to a dataset
of 3667 untilted images of icosahedral E2CD and
calculated a map. The orientations for all the par-
ticles are shown in Figure 7(a). We plot the Fourier
shell correlation (FSC) for the map in Figure 7(b).
The FSC is the correlation between two indepen-
dent maps, where each map is calculated from
half the images. In the Appendix, we argue that
the resolution of the map should be assigned at
the point where the FSC crosses a threshold of
0.143. This corresponds to the resolution at which
the estimated correlation between a density map
calculated from all the data and a perfect reference
map (Cref = \/(2FSC/(1 + FSQ)), also plotted in
Figure 7(b)) is 0.5. C, is equivalent to the crystallo-
graphic figure-of-merit, a common measure of map

interpretabiliy in X-ray crystallography. The resol-
ution of the map is thus 8.7 A.

We now assess high-resolution contrast loss in
the experimental map by comparing spherically
averaged structure factor amplitudes to a scatter-
ing reference as shown in the Guinier plot in
Figure 8. The reference structure factors are com-
puted from an X-ray model of the complex (see
the next section for details on the model) assuming
a background solvent density of 1.0 g/cm’. Both
experimental and calculated structure factors are
placed on an absolute scale by setting the zero
angle scattering equal to the product of the sol-
vent-contrast term (0.28) and N,ms, the number
(136,100) of carbon atom equivalents correspond-
ing to a molecular mass of the complex (1.5 MDa).
The experimental structure factor amplitudes have
a similar average value to the reference at low
resolution where scattering is dominated by the
shape and solvent contrast of the complex. Small
differences likely result from the inability to
model solvent adequately in the reference. At high
resolution the amplitudes decay considerably
from the relatively flat profile of the reference.
Also shown is a horizontal line of amplitude
VNatoms representing the average scattering ampli-
tude of randomly positioned atoms given by
Wilson statistics, a reference criterion for structure
factor amplitudes at high resolution.

In Figure 8, we also plot noise-weighted struc-
ture factors, C,.F, where C,. is calculated from the
FSC after smoothing (noise-weighted amplitudes
can be calculated up to the resolution at which the
weighting function C. becomes random and the
amount of signal in the data becomes negligible).

0.28xN

atoms
10

InF .

/ 6
Natoms

0 \ \ \
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Figure 8. Guinier plot showing the natural logarithm of the spherical average of F versus 1/d? for the experimental
map (thick red line), the experimental map amplitudes weighted by C.. (thin red line), weighted amplitudes after
sharpening (broken red line), Wilson statistics (horizontal black line), and the X-ray model (blue line). Linear fit of
data for 1/d?* between 0.005 and 0.015 yields B = 1200 A2 for the experlmental map and slope 200 A2 for the model
structure factors (dotted black lines). The difference, B = — 1000 A2, is used to sharpen the experimental map.
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C.F better represents the average signal in the
map, particularly at and beyond the resolution
limit of the map where signal becomes pro-
portional to noise (see Theoretical Background).
The weighted curve shows a more linear, mono-
tonic fall-off over a wider resolution range, consist-
ent with the high-resolution amplitude decay
being modelled by a single temperature factor. It
is therefore possible to measure more accurately
the temperature factor at the resolution limit of
the map. The straight line fitted to the linear part
of the noise-weighted amplitude curve at high
resolution indicates a temperature factor of
1200 A*> compared to the flat line representing
Wilson statistics. It may be noted that the linear fit
to the decay intersects zero angle at +/Nytoms, the
amplitude given by Wilson statistics. This is also
consistent with modelling the high-resolution
structure factors by Wilson statistics and a single
temperature factor.

Over the same resolution range, the X-ray model
structure factors decay by an amount equivalent to
a temperature factor of approximately 200 A* com-
pared to Wilson statistics, due to features of the
molecular fold and the decline of scattering factors.
The amplitude decay compared to the X-ray model
is therefore best described by a temperature factor
of 1000 A*. For resolutions greater than 10 A, the
extent to which the true structure factors for any
given protein deviate from Wilson statistics is
likely to be small, and a general correction for the
observed decay in all proteins may suffice. The
estimate of the temperature factor can therefore be
made for proteins for which no known reference
structure or scattering curve exists.

To observe molecular details at the resolution
limit of the map, it is necessary to correct the struc-
ture factor amplitudes for the loss of contrast. We
multiply the noise-weighted structure factor ampli-
tudes CrofF by e (Bresore/4d), where Biegore 1S a
temperature factor of —1000 A”. Figure 8 also
shows the spherically averaged structure factor
amplitudes of the resulting sharpened map.
Figure 9 shows a comparison of the unsharpened
map (Figure 9(a)), the sharpened map with noise-
weighted structure factor amplitudes (Figure 9(b)),
and a map obtained by applying the same tem-
perature factor to unweighted structure factors
(Figure 9(c)), all calculated to 8.0 A.

The sharpened map shows detailed molecular
features not present in the unsharpened map as
further analyzed in the next section. In the map
calculated without weighted structure factors,
noise is amplified to an extent that produces
extraneous detail. A map calculated to the nominal
resolution of 8.7 A without noise weighting looks
similar to the 8.0 A map with noise weighting,

Figure 9. Effects of sharpening (Bestor. = — 1000 Az) on
maps calculated to 8.0 A: (a) unsharpened; (b) shar-
pened, noise-weighted structure factors; (c) sharpened,
unweighted.
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since the application of the precise resolution
threshold removes terms where there is little signal
contributing to the map. With noise-weighted
structure factors the map is insensitive to the
chosen resolution cut-off of the map and
potentially contains molecular features beyond the
nominal resolution limit of the map. In addition,
noise-weighted structure factors will be less
sensitive to over-sharpening due to errors in tem-
perature factor estimate, and little difference was
observed in maps calculated with a B Of
—1000 A or —1200 A”. Given an electron potential
map and a measure of the signal as a function of
resolution (C.), the appropriate calculation to
restore contrast is determined without bias by the
data itself.

Comparison with X-ray model

The potential map of E2CD determined by
electron cryomicroscopy was compared to high-
resolution crystallographic models of the catalytic
core. A 2.3 A X-ray structure has been reported for
the E2 catalytic domain of Azotobacter vinlandii
(PDB 1leea), which is a cubic form of the enzyme
containing eight copies of a basic trimer structural
unit.>* A. vinlandii and B. stearothermophilus share
40% sequence identity in the catalytic core.
A structure for the dodecahedral B. stearothermophi-
lus catalytic core has been reported based on 4.2 A
crystallographic data and molecular replacement
using the A. vinlandii trimer (pdb 1b5s), demon-
strating that the trimer can form quasi-equivalent
interactions in cubic and icosahedral symmetry.*
However, in that study, the limited resolution or
quality of the data prevented the refinement of the
B. stearothermophilus model, and the resulting struc-
ture is a homology model and does not contain
side-chains. Because the available icosahedral
B. stearothermophilus X-ray model lacked side-
chains, we superimposed the A. vinlandii monomer
on each of the 60 monomers of B. stearothermophilus
and calculated structure factors, spherical averages
of structure factors, and map density for compari-
son with the results of cryomicroscopy. At the
resolutions under investigation, the mass
distribution is important, but the identity of the
side-chains is unimportant.

The experimental map (Figure 10(a)) and X-ray
model were compared by aligning icosahedral
symmetry elements which uniquely define the
model location without further fitting, except for a
3% adjustment of the magnification of the map.
Overlap with the model and density is shown in
Figure 10(b) and (c). The model and map possess
the same absolute hand. Helices are clearly
resolved at this resolution as shown in the stereo
diagram of the density covering a single monomer
in Figure 10(d). B-Sheets are apparent but
individual strands are not differentiated. The map
also differs from the model in loop regions, and
some portions of the model may require refitting
for optimum placement in the map density.

Density for residues N-terminal to Gly204 is absent
or appears at very low contour (Figure 10(d)). In
the A.vinlandii structure these residues extend
away from the monomer and interact with adjacent
monomers in the trimer. These residues are the
least conserved between A.vinlandii and B. stear-
othermophilus and could be in a different confor-
mation or disordered. This observation is
consistent with these residues being part of an
extended mobile linker connected to the E1/E2
binding domain.*'

Comparison of the appearance of the cryo-
microscopy potential map and electron density
maps computed from the model suggests that the
features of the map are in agreement with corre-
sponding X-ray maps computed between 8 A and
9 A resolution and confirms the resolution assess-
ment. The correlation between the map and X-ray
model (Cxray) is shown in Figure 7(b) and has simi-
lar values whether X-ray or electron form factors
are used. In principle, Cxgray should be similar to
the correlation (C..;) between the full image dataset
and a perfect reference. Cxgay is 0.46 at a resolution
of 8.7 A where C, is 0.5. When structure factors
calculated from the X-ray model includes scatter-
ing from a flat bulk solvent of 0.3 e /A3, Cxgay is
0.51.

Discussion

The structure of the icosahedral E2 catalytic core
of the pyruvate dehydrogenase complex from
B. stearothermophilus has been determined to 8.7 A
resolution by electron cryomicroscopy and image
analysis of 3667 untilted icosahedral particles
(220,020 asymmetric units). Images were recorded
at high defocus on a field emission gun microscope
at 300 kV and corrected for the effects of the CTFE.
Model-based refinement was used to determine
the orientation parameters of the particles and
microscope parameters for each image.

An advantage of our choice of E2CD as a test
object for a critical analysis of single-particle tech-
niques is that an X-ray structure is known, allow-
ing direct confirmation of the success of the
methods for reconstruction, contrast restoration,
and resolution assessment. The structure looks
similar to an electron density map computed from
an X-ray model for E2CD from the 40% sequence
identical A. vinlandii. Some differences likely reflect
real features of B. stearothermophilus E2CD. Struc-
tural studies of multi-enzyme complexes such as
pyruvate dehydrogenase are essential to under-
stand how the geometric arrangement of the
protein subunits determines their complex reaction
kinetics."*'

In the course of the work, we have sought to
develop unbiased procedures for addressing two
fundamental issues in the image analysis of single
particles. The first concerns how best to determine
the particle orientation in an image. Our initial
attempts at hand determination of E2CD using the
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Figure 10 (a) and (b) (legend opposite)

best images showed that more accurate
orientations were required. We showed that hand
determination could be used to optimize refine-
ment parameters leading to better orientations and
therefore a better map. Once a map is obtained,
the second issue is how the decay of structure
factor amplitudes at high resolution can be
restored.

Absolute hand determination is important in
interpreting structures determined by high-
resolution electron microscopy of single particles
because the chirality of a biological molecule is the
basis of its function. We have developed a semi-
automatic procedure for hand determination
requiring a model and two image stacks corre-
sponding to particles from a single pair of low-
dose images recorded at two angles of a tilt axis.
We used the procedure on a molecule of known

hand, demonstrating that we have chosen the
right conventions throughout the image processing
steps that are capable of inverting the hand.

The hand determination procedure maps out the
average phase residual for all possible tilt axes
based on the agreement of tilted particle images
with orientations predicted from untilted particles.
A minimum is expected at the known tilt angle
and axis of the experiment. The confidence of the
hand determination is measured by the difference
between the score at the tilt angle corresponding
to the correct hand and the score at the negative
tilt angle corresponding to the opposite hand
(here called the free hand difference). A confident
result for hand determination depends on
accurately determining particle orientations.
A given refinement strategy based on the mini-
mization of the phase residual between model
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GLY 204

Figure 10. Experimental map density for E2CD. (a) Final map density viewed down a 2-fold axis. (b) Final map
density with superimposed coordinate model viewed down the 5-fold axis. (c) Close-up view of map density on the
coordinate model. (d) Stereo view of monomer density on the model with the location of Gly204 labelled.

projection and image may be influenced by noise
features in the image rather than signal. For a
known tilt angle and tilt axis, the particle orien-
tation should change in a predictable way, but the
noise should be uncorrelated. The success of orien-
tation determination on the first film can be
assayed on the second film, independent of the
noise or spurious features on the first film. The
known tilt angle, tilt axis, and free hand difference
are unbiased targets for optimizing the parameters

that influence the accuracy of orientation determi-
nation. Since the accuracy of microscope
parameters is shown to influence orientations,
microscope parameters may also be refined by this
method. All refinement parameters can thus be
rapidly and systematically tested on a single pair
of images, but the results may be applied to all
images in the dataset. In the absence of such a
procedure, the arduous task of repeated structure
determinations to high resolution with variation of
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all parameters would be required. Because hand
determination is ultimately a test of the consistency
of the model with the data, it can be used to test
the quality or validity of a model, and possibly
identify particle heterogeneity in a dataset by
detecting image pairs that together are inconsistent
with a model. A second tilted image could
routinely be included in an automatic data
collection strategy to identify particle hetero-
geneity or damage.

We have shown that individual particle orien-
tations are better determined after the parameter
optimization using absolute hand. Particle orien-
tations need to be well-determined, because
averaging images inaccurately or incoherently
leads to blurring of high-resolution features or to
contrast decay. It is still an open question whether
the orientations are well enough determined for
structure determination to atomic resolution.”” If
the particle orientations are determined with per-
fect accuracy, then the remaining contrast loss is
an intrinsic property of the images. Because the
measured tilt angle is the same as the known tilt
angle of the experiment for large relative tilt angles
up to 30°, there is no evidence for flattening during
sample preparation and exposure in the electron
beam, suggesting that cryomicroscopy can provide
high-resolution structures without artifacts. Never-
theless, radiation damage does destroy high-
resolution features and reduces the accuracy of
orientation determination. In the future, recording
particle images on electronic detectors with high-
resolution pixels may lead to more accurate
orientations through fractionation of the accumu-
lated dose on separate frames and determination
of resolution-dependent weights for each frame.

We have shown that contrast restoration is essen-
tial to reveal the highest-resolution molecular
features of the electron potential map. We
estimated the structure factor amplitude decay by
comparison of spherically averaged structure
factors with reference structure factors using a
Guinier plot. The structure factors were put on an
absolute scale by setting the zero angle scattering
equal to the molecular mass times a solvent con-
trast factor. Structure factor averages at resolutions
beyond the shape/solvent scattering region are
roughly flat and approach Wilson statistics. There-
fore, an approximate theoretical scattering curve
may be used as a reference without the need to
perform a  small-angle X-ray scattering
experiment.®®* The large temperature factor
measured for maps obtained from single particles
is unlikely to be sensitive to small deviations in
the true structure factors from the average
reference scattering curve for typical proteins. We
have modeled the loss of contrast by a single tem-
perature factor. However, a more complex decay
function may ultimately be required.

The application of a negative temperature
factor will amplify both signal and noise. We
applied a correction to amplitudes of the form
C,ofF @ Bresore/4  \where C,. is the estimated corre-

lation of the map with a perfect reference, and
Brestore is the negative temperature factor. In the
Appendix we argue that C, is the best objective
weight to apply to the electron potential map and
is equivalent to the crystallographic figure-of-
merit. Cf can be expressed in terms of the FSC
between data half-sets and is a measure of the
data quality as a function of resolution. Noise-
weighted structure factor amplitudes C,F directly
represent the signal in the data, give a less noisy
estimate of the temperature factor, and down-
weight noise during contrast restoration. The con-
trast restoration is therefore determined in an
objective way by the observed amplitude decay
and the quality of the data as a function of
resolution.

Extrapolating the number of particles required
to high resolution

To reach the ultimate goal of a high-resolution
map that may be interpreted in terms of an atomic
model, many more images are required. The num-
ber may be extrapolated from the experimental
structure factor amplitude decay curve. Near the
resolution limit of the map, this decay may be
modelled by a single temperature factor Boyeran. As
described earlier (see Theoretical Background), the
intersection of the average structure factor ampli-
tude with the noise level determines the resolution
of the features that can be observed, and the num-
ber of particle images determines the noise level.
The amplitude decay curve reaches the noise level
at 8.7 A (FSC = 0.15). The structure factor ampli-
tude (F =100.5) at this resolution is equal to the
amplitude of the noise after averaging 3667 experi-
mental particle images. The noise amplitude for
one image or for N images may then be deter-
mined by observing that Fnoiseqvy = (FNoise(1)/ JN).
In this sense, any amplitude value on the structure
factor decay curve at any resolution may be
expressed in terms of the number of particles
required to reach that resolution.

In Figure 11, the straight-line fit of the amplitude
decay curve with B =1000 A* is plotted against
resolution with the structure factor amplitude
expressed in equivalent particle numbers. Because
Boveran was calculated by comparing reference
structure factor amplitudes with the final experi-
mental map amplitudes, which include all the fac-
tors that degrade contrast in the experiment and
in the calculations, the estimate of the number of
particles required at each resolution reflects intrin-
sic image and densitometry defects as well as
errors in particle parameters and in reconstruction
algorithms. Improvement of any of the experimen-
tal or computational factors that contribute to con-
trast loss will lead to a smaller temperature factor
and will produce higher resolution with fewer
images. Also shown in Figure 11 (dotted lines) are
the estimated number of particles assuming tem-
perature factors with two, four, and eight times
slower fall-off with resolution. These curves have
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Figure 11. Estimate of the number of icosahedral
images required as a function of resolution. The continu-
ous line with B=1000 A? is the fit of the amplitude
decay in Figure 8, but with the amplitude expressed in
particle numbers. A single point (white circle) represents
the resolution of the map obtained in this study with
3600 particle images. Calculated curves (dotted lines)
for 500, 200, and 125 A* assume the same zero angle
intercept in agreement with Wilson statistics. Theoretical
estimate of the number of artlcle images Npart =
(1/Nasym)[((S)* /<N> )30 /Neoed] eB/% required to 8.7 A
resolution assuming (S)/(N) = 1 /~/3 and B=1000 A?
0. =0.004 A2, N.=5 e~ /A2, and N.sym = 60 is 2200 par-
ticles (black circle).

an identical intercept at zero angle (d = o) where
the temperature factor has no effect and which cor-
responds to the amplitude expected for Wilson
statistics.

The extrapolated noise level (F = 6028.8) for one
particle image intersects the average structure
factor amplitude curve in Figure 8 at about 30 A,
well above the average amplitude given by
Wilson statistics, in the part of the amplitude
curve dependent on the overall shape of the
molecule and contrast against solvent. In theory,
this also represents the limiting resolution that
would be obtained from studying a similar struc-
ture by tomography and fractionation of the total
dose. Tomography is likely to provide information
on overall shape, but averaging similar structures
is essential to obtain higher resolution features.

The number of particle images used to reach
8.7 A resolution in this study may be compared
with recent theoretical estimates."” In one such
estimate,' the number of images, N,.., required to

a resolution d is given by Ninproj(TD/Nasymd)
where N is the number of images needed for
the average structure factor intensity in each
projection to reach a threshold signal-to-noise
ratio, and 7D /N,symd is the number of unique pro-
jections for a particle of diameter D containing
Noym asymmetric units. Because the signal-to-
noise ratio of the average structure factor in an
image is the same as in the corresponding electron
diffraction pattern," Ni...,; may be estimated by
requiring a minimum signal-to-noise ratio for the
average structure factor intensity of the electron
dlffractlon pattern.  Ni. i glven b
(S AN/ ({Laws)/ 1)D?Ne), where (S)* /(N)* is the
average number of electrons required in each
structure factor (noting that a single electron
recorded in a structure factor has a signal-to-noise
ratio of 1), and the denominator is equal to the
number of electrons in the average structure factor
in a single low-dose image. The incident number
of electrons is D?N, where N, =5 e” /A? is the
allowed dose and D? is the area of the particle (or
unit cell), and (Iyps)/I, = 0./30D is the mean struc-
ture factor intensity as a fraction of the_incident
number of electrons,! where o, = 0.004 A? is the
elastic cross-section for carbon at 300 kV.** Thus
the total number of particles  Npat =
(1 /Nasym)(((S) /(N) )30 /Neoed). Previously, a 3o
crlterlon for the signal-to-noise ratio on amplitudes
<S) /(N) = 10, where (S) and (N) are the signal
and noise for the map computed from all the data)
was chosen as a conservative criterion for estimat-
ing Ninpropy and the images were assumed to have
perfect contrast. In the present study, we have
shown that a resolution criterion related to map
interpretability has (S)/(N)=1/J/3 at the
resolution limit of the map. This reduces the num-
ber of images required to any given resolution by
a factor of 30. In addition, the effect of contrast
loss described by Gaussian decay leads to an
increase in the required number of images by a
factor (eBoeat/4Y2" For B = 1000 A2 measured in
this study, the theoretical estimate of the number
of particles for 8.7 A is 2200 particles, slightly
more than half the number used in the experiment,
3667 (Figure 11).

The theoretical calculation assumes an electron
dose of (5 e /A?) which is likely to be the limiting
dose due to radiation damage for features near
atomic resolution. The electron dose used in the
experiment (18 e /A?) is three to four times this
limiting dose. While the extra dose does not con-
tribute to structure factor amplitudes near atomic
resolution, it may have enhanced the signal up to
the resolution limit of the final map and made
determination of particle parameters easier. If the
experimental electron dose is used in the calcu-
lation, the number of particles required by theory
to 8.7 A is decreased by a factor of 3—-4, and the
number of experimental images then exceeds the
theoretical number by a factor of 6-8, even after
accounting for the loss of contrast by a Gaussian
fall-off. The best way to determine the more
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complex function that models experimental con-
trast loss is to measure the build-up of image
amplitude as a function of time, dose, and resol-
ution by fractionation of the accumulated dose
during image acquisition.

Though still a large assembly, E2CD is smaller
than a number of icosahedral complexes solved to
better than 10 A by electron microscopy.”* We
have used highly defocussed images, such as will
be required to extend higher-resolution studies to
smaller particles. The large temperature factor
may be a consequence of the large defocus
(coherence envelope), but there may also be other
imaging imperfections that depend inversely on
particle size, such as beam-induced movement or
image blurring. Particle heterogeneity could also
contribute to the temperature factor. Given the
excellent quality of the map, we have so far not
attempted classification of the E2CD particles with
the intent of identifying any conformational hetero-
geneity, such as has been reported for the
mammalian enzyme® nor have we assessed its
contribution to the overall temperature factor.

A 4 A resolution map in which a protein model
can be constructed cannot be achieved with
realistic amounts of data of a quality comparable
to that used here. It will therefore be necessary to
obtain better quality micrographs with a decreased
overall temperature factor. More accurate compu-
tation of particle orientations and microscope
parameters will contribute by reducing the compu-
tational portion of the temperature factor
(Beomputation)- It will be essential to reduce the
intrinsic amplitude decay of images (Bimage) by
reducing movement and charging. Such improve-
ments will lead to higher-resolution structures and
will open a wide range of membrane proteins and
macromolecular assemblies that are difficult to
study in the crystalline state to structural and
dynamical analysis by single-particle electron
microscopy.

Methods

Electron cryomicroscopy

Purified B. stearothermophilus dihydrolipoyl acetyl-
transferase inner core, a 60-mer of the 28 kDa acetyl-
transferase domain comprising residues 173-427 of the
E2 chain,” was a gift from Gonzalo J. Domingo and
Richard Perham. Samples (3 mg/ml) in 50 mM sodium
phosphate buffer, pH 7.0 were stored at —70 °C, and
were diluted 1:10 (v/v) in PBS (phosphate-buffered
saline) immediately prior to use. Holey carbon films
were prepared as described® on 400-mesh Cu/Rh grids
and glow-discharged for ten seconds in air: 2 ul of pro-
tein solution was applied to the carbon film in a high-
humidity chamber,”” blotted for 20 seconds with filter
paper to remove excess sample, and plunged into liquid
ethane at —180 °C. Grids were stored in liquid nitrogen
and transferred to a Gatan cold stage. Images of particles
over holes were recorded under low-dose conditions
(15-20e~/A? on an FEI F30 microscope operating at
300 kV with 70 pm condenser and 50 wm objective aper-

tures, 59,000 magnification, and a defocus range
between 2.3 pm and 7.7 pm.

Image analysis

Images were digitized on a Zeiss-SCAI flatbed densi-
tometer using a 7 wm step and processed using pro-
grams from the MRC package.*® Particles were selected
manually using Ximdisp, boxed using LABEL and stored
as one image stack per film. Image densities were floated
to zero average. For images recorded at 60,000X mag-
nification, adjacent pixels were averaged 4 X4 with a
resulting resolution of 4.98 A/pixel in 128 X 128 pixel
squares or averaged 2 X 2 with a resolution of 2.49 A/
pixel: 1681 particles from 14 films were included in the
first dataset and 3667 particles from 26 films recorded at
300 kV were used in the final dataset.

Map refinement

Particle orientation parameters were determined first
using a previously described 3D model*® but were
improved with successive rounds of refinement using
FREALIGN.” Orientation and translation parameters
for each particle image were determined each cycle by
finding the minimum phase residual (see the text) with
the model calculated using parameters from the last
cycle. Two hundred cycles of particle orientation ran-
domization followed by Powell minimization were used
to determine the new orientation parameters. Parameters
controlling the refinement are given in Table 1. To speed
refinement, the five-orientation parameter search was
conducted on particle images in a 128 X 128 pixel box at
4.98 A /pixel, and the maximum resolution of data used
in refinement was 15 A. For maps calculated to resol-
utions higher than 15 A, the x,y parameters only were
re-refined against particle images in a 256 X 256 pixel
box at 2.49 A per pixel. Initial defocus parameters (AF1,
AF2, and angle of astigmatism) for the CTFs used to cor-
rect the image structure factors were determined using
CTFFIND2.* Both the CTF and magnification were
refined using the same values for all particles on a film.
Particle orientations were given by the Euler angles
(,8,¢) according to a described convention."

Procedure for recording and digitizing pairs of
images of tilted specimens

Each tilt pair was recorded at two goniometer angles
taking care to observe the sense of rotation of the speci-
men tilt axis. A positive value of the relative tilt angle
corresponded to a clockwise rotation of the specimen
holder viewed along the direction of specimen insertion
from the nitrogen dewar toward the tip. Tilt pairs were
recorded at 21,000, 29,000x, 39,000x and 59,000x
magnification.

The orientation and polarity of the F30 microscope tilt
axis on micrographs were determined by either of two
methods: (1) recording the movement of markers on a
grid as the specimen stage was translated into the micro-
scope; or (2) observing whether Thon rings from the
micrograph indicated the relative position of the speci-
men as up (overfocus) or down (underfocus) on either
side of the tilt axis. The tilt axis may therefore be
described as a right-hand rotation about a vector
oriented with respect to the film number recorded on
the micrograph, a feature of fixed geometry common to
all micrographs on a given microscope.



Single-particle Cryomicroscopy

741

Because the orientation of the tilt axis varies with
magnification, the relative orientation of the microscope
tilt axis on the film at different magnifications was
further checked by comparing images of the same
catalase crystal (a gift from John Berriman). The axis
was found to be rotated by 90° in the film plane at
59,000x compared to other magnifications.

Films were scanned with a consistent orientation on a
Zeiss SCALI film densitometer as judged by the marking
numbers on the microscope negative. Corresponding
particles were selected on both micrographs of the tilt
pair, boxed, and stored in register in separate stacks (pro-
gram LABEL). Inspection of the full image containing
film numbers in our display software (Ximdisp) allowed
the known direction of the tilt axis to be assigned as an
approximate vector direction in our software coordinate
system. The tilt transformation corresponding to this
known tilt direction and polarity is then described by
{rot,, rot,} (transformation defined below). We confirmed
that all rotation transformations of three-dimensional
volumes (program FREALIGN, program ANGPLOT)
gave the expected effect when calculated projections
were displayed using Ximdisp.

Image analysis of tilt pairs

Particle orientations were then determined separately
for the untilted and tilted image stacks with FREALIGN
using the same procedure described above for untilted
data. We analyzed pairs of images from tilted specimens
in two different ways.

(1) Phase residual maps for all possible tilt axes. The
application of a tilt transformation {rot,,rot,} to
the orientation determined for an untilted particle
gives a predicted orientation for the tilted particles.
The tilt transformation {rot,,rot,} is a rotation by

an angle of magnitude tiltangle = , /rot} + rot;

about an axis lying in the film plane in an orien-
tation described by an angle tiltaxis = arc
tan(rot, /rot,). This transformation may be written
as the Eulerian rotation ( = tiltaxis, 6 = tiltangle,
¢ = —tiltaxis) (program ANGPLOT). The agree-
ment between the projection of the model in the
predicted orientation with the tilted particle
image was scored by the phase residual after
refining the translation parameters (x,y) using
data from 100-35 A. Tilt transformations in 1°
increments of both rot, and rot,, corresponding to
all possible directions and tilt angles for the micro-
scope goniometer, were applied to the untilted
particle orientations. The average phase residual
on the image of tilted particles was determined
for 50-100 particles. The minimum phase residual
in the resulting maps of {rot,,rot,} identifies the
calculated tilt angle and tilt axis direction. The pro-
cedure can be run automatically given tilted and
untilted image stacks. The location and polarity of
the laboratory axis on the micrograph must be
identified as described above. Programs are
provided as part of the MRC Image Processing
Package.® These results are shown in Figures 3
and 5.

(2) Best tilt axis given untilted and tilted orientations.
A tilt axis and angle were assigned to each particle
pair (program TILTDIFF) using the Euler angles
assigned separately to the untilted and tilted
particles by searching for the minimum angular

error in transforming the untilted particle orien-
tation onto the tilted particle orientation. The tilt
axis was constrained to lie in the plane of the
micrograph with a maximum tilt angle of 30°. The
transformation was represented by an Eulerian
rotation of the form (y = tiltaxis, 6 = tiltangle, ¢ =
— tiltaxis). For a particle with symmetry, it is essen-
tial to test all symmetry-related orientations to find
the tilt axis with minimum error. The result is
shown in Figure 6.

Comparison to X-ray models

The X-ray models for B. stearothermophilus (PDB code
1b5s) or A. vinlandii (PDB code leea) E2CD were com-
pared with the electron potential map density using the
program O, confirming the experimental assignment
of absolute hand. Spherically averaged structure factors
for the model (Figure 8) including solvent were com-
puted using CRYSOL.* Additional structure factor cal-
culations on maps were performed using programs
from the CCP4 suite.*’ X-ray model structure factors
were calculated with and without a flat bulk solvent
model using XPLOR.*> The magnification of the experi-
mental map was decreased by 3% to match the X-ray
model as determined by visual inspection and maximi-
zation of the correlation with the map calculated from
the X-ray model.

Figures 2(c) and 9 were made using Surf.*’ Figure 10
was made using O.
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Appendix

An Objective Criterion for Resolution Assessment in
Single-particle Electron Microscopy

The resolution of a three-dimensional density
map calculated from single-particle images can be
estimated by the Fourier shell correlation (FSC)
between two independent maps, where each map
is calculated from half the data.*'*> However,
disagreement exists as to what threshold value of
the FSC, a function of resolution, should be used
to define the limiting resolution of the map. Here,
we propose a threshold criterion based on the
estimated correlation between a density map calcu-
lated from a full set of image data and a perfect
reference map, and identify the corresponding
threshold for the FSC between maps calculated
from data half-sets. This threshold criterion for
single-particle electron microscopy is the same as
a common measure of map interpretability in
X-ray crystallography and provides a unified
criterion for assessing the resolution of a structure
determined by either technique.

The Fourier shell correlation is the complex
correlation of structure factors (Fy,F,) of two maps
calculated from the data half-sets as follows:

> FF;

\/ SSIE PSR

where the sum runs over a resolution shell of
reciprocal space voxels. The FSC includes both
amplitude and phase information and its advan-
tages over other resolution criteria have been
discussed.”® Because the correlation over all of
reciprocal space will be dominated by low-resol-
ution terms, calculating the FSC in reciprocal
space shells provides a more sensitive measure of
its fall-off with resolution. When the value of the
FSC curve is near 1.0, then the information con-
tained in each reciprocal space voxel, on average,
is a nearly perfect determination of the structure
factor and has little noise.

Ideally, the FSC should be examined as a func-
tion of resolution to identify regions of reciprocal
space with poor correlation, such as those due to
zeroes of the CTE. However, identifying a single-
value resolution for the map where the FSC drops
below a threshold provides a rapid measure of
map improvement during refinement and a com-
mon standard for reporting progress in the litera-
ture in the same way that common measures of
structure quality are reported in X-ray crystallo-
graphy. Such a standard resolution criterion should
reflect the interpretability of a map in terms of
molecular features but should not be dependent
on irrelevant details of map calculation.

One commonly proposed threshold for identify-
ing the resolution from the fall-off of the FSC is to
observe where the FSC reaches the level expected
from the FSC calculated for pure noise with a
Gaussian distribution. This FSC for pure noise is

FSC = (AD)

given by 1/+/N, where N represents the number of
voxels in a resolution shell, and the threshold is
taken as either two or three times this figure. Such
a threshold can be used as a relative measure of
resolution for maps calculated in an identical way.
Because it depends on the number of voxels in an
arbitrary resolution shell of the map, it cannot pro-
vide an absolute resolution criterion. Suppose the
structure of a molecule is determined both alone
and in the context of a larger structure such
that both maps are equally interpretable. Each
reciprocal space voxel will have the same signal-
to-noise ratio so that the plot of the FSC against
resolution will be virtually identical. However,
since the number of voxels between resolution
shells will be different, the resolution assessment
will be different because the noise correlation
figure depends on the number of voxels. It has
also been suggested that the noise figure for a sym-
metric structure should be (1/ \/Ng)\/N AU, Where
N,y is the number of asymmetic units, because
symmetry-related pixels are not independent.**
However, a map with or without symmetry will
be equally interpretable when the FSC is the same.
Any threshold criterion that depends on the num-
ber of pixels in the map is not an absolute criterion
for the evaluation of resolution.

Another common threshold criterion is to
nominate the point where the FSC between data
half-sets equals 0.5 as the resolution. This is an
absolute criterion with a signal-to-noise ratio sub-
stantially greater than zero,” and is not dependent
on how the map is calculated. The arguments
below suggest that it is an underestimate of the res-
olution, and that a better value for the threshold
can be proposed, related to the interpretability of
the map.

Individual structure factors for each half dataset
can be represented by a common signal term with
a noise term added, F1 =S+ N1 and F2 = S + N2,
and their correlation by:

c—  2(S+NIS+N2

= (A2)
VXIS + N1ESIS + N2P

Assuming signal and noise are uncorrelated, and
for data on the same scale, the above expression
may be written as follows:

Slsl?

F = —
5C= SN

(A3)

When the correlation FSC is 0.5, (S?) is approxi-
mately equal to (N?) and half the power (F?) in
ea(éh data half-set is signal (S?) and half is noise
(N?).

The threshold FSC = 0.5 is an underestimate of
the resolution of the structure, because it describes
the resolution of a map calculated from only half
the data, and a map computed from more images
will be of higher resolution. By definition there are
never two independent full datasets to compare,
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but the resolution of the full dataset can be
estimated from the FSC as follows.

When the two halves of the data are averaged to
produce the best estimate of the structure, the
signal-to-noise ratio for the full average is
increased by +2 relative to the half-set average,
or equivalently, the noise term N— N/v2 in
expression (A3) and the FSCy,; becomes:

SIsl?
N2
2 -
5% + 2

2FSC

FSChun = ~ 1+FSC

(A4)

D

By substituting (A3), the FSC, into the left part of
(A4), the resolution estimate for a map computed
from all the data can be written in terms of the
FSC between maps calculated from half the
data.*® When half the power is signal and half is
noise, the FSC is 0.5 but the FSCy,; is higher at 2/3
or 0.67. If we choose as the threshold FSCg,; = 0.5,
this occurs when the FSC is 0.33.

The choice of FSCg,y = 0.5 is still too pessimistic.
Ideally we desire a measure of the agreement
between the best map we can calculate from a full
dataset and a perfect map containing no errors.
Though a perfect map is unknown, we can esti-
mate the correlation from signal-to-noise argu-
ments. Such a correlation can be obtained from
expression (A2) by setting the noise term N2 =0
in expression (A2) so that F2 = S represents a per-
fect map without noise, setting N1 = N/+/2 for the
noise in a full dataset, and again assuming signal
and noise are uncorrelated.

o Z(S+%)S* _ 572

ref — 2

2 N
\/z‘s+ \I;%‘ SIsP S+ —-

| 2FSC

1+ FSC
In this case, when (S?) equals (N?), C, = 0.816.
Again, substitution of FSC (A3) into the left-hand
side of (A5) gives an expression for the correlation
of the full dataset against a perfect reference in
terms of the FSC. If we choose a threshold for C,.
of 0.5, this corresponds to an FSC of 0.143.

The choice of C,= 0.5 as a threshold can be
justified for two reasons. First, we can write an
expression for the correlation between a full data-
set and a perfect reference which is equivalent to
(A5) but in terms of structure factors as follows:

ZFlpref _ Z‘F1‘|Fref|COS(A¢))

Cref = =
VIR PSS IEel® /S P el

Here, the known structure factor of the perfect
reference provides a perfect phase and the corre-
lation with the experimental map is written in
terms of Ad, the phase error. Expression (A6) is
therefore the amplitude weighted average of cos

(A5)

(A6)

(Ad) which is equivalent to the figure-of-merit m
used in X-ray crystallography.*” A map with an
average m = 0.5, corresponding to a phase error of
60°, is commonly regarded as interpretable, i.e. a
molecular structure can be built.*® C,. is therefore
equivalent to a figure-of-merit, and an identical
threshold may be adopted.

Second, the FSC is also related to the real space
correlation coefficient, R, a common measure for
the agreement of two density maps:

_ {p1p2) — (p1){p2)
VO = (01763 — (92

When the map density is expressed as structure
factors, (p) = (1/V)F(0), (p*)=(1/V*>IF?l, and
{p1p2) = (1/V?)>_F1(h)F2(h). When an experimental
map pexp is compared with a perfect reference p..s,
and assuming no amplitude errors in the
experimental ~ structure  factors,  (pexpprer) =
(1/V2)Z|Fref|2COS(A¢)). Then for maps on the same
scale (F(0) =0), the real space correlation coeffi-
cient R is identical with equation (A6):

R (A7)

<pexp Pref) — <pexp XPref)

R =
\/ (P2p) — (Pexp)’” \/ (P2 — (pref)
2
_ S F e C052(A¢) (A8)
> I F e

where the summation runs over all of reciprocal
space.*® It has been shown that a sufficient con-
dition for including an additional resolution shell
that will improve the overall map correlation coef-
ficient is that the additional resolution shell have a
correlation of 0.5 against the perfect reference.”®
However, if the amplitudes of the extra resolution
shell are adequately large, a resolution shell with
a lower correlation coefficient can still improve the
map.

Therefore, choosing C,.; equal to 0.5 represents a
single objective threshold criterion for the FSC
independent of the way the maps are calculated. It
is equivalent to a common measure of map
interpretability for X-ray crystallography, the
figure-of-merit, and identifies the highest
resolution shell that is guaranteed to improve the
map quality. In practice, a perfect reference map is
unavailable, but a C, of 0.5 is equivalent to an
FSC of 0.143 between data half-sets.

Table Al below shows corresponding values for
a given map quality for each of the correlation
coefficients outlined above. The proposed
threshold criterion unifies common measures of

Table A1. Correlation coefficients

FSC FSCin  Cref Phase error (deg.) S/Ni,»  S/NruwL
0.50 0.67 0.82 35 1.00 1.41
0.33 0.50 0.71 45 0.71 1.00
0.14 0.25 0.50 60 0.41 0.58
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map quality used in both single particle
microscopy and crystallography, including the
Fourier shell correlation, the figure-of-merit, and
the real space correlation coefficient.

Assignment of an appropriate weight to a struc-
ture factor based on its probability of being the
true structure factor should improve the map
calculation as with a figure-of-merit. C.; is a
measure of the average signal-to-noise ratio in a
given reciprocal space resolution shell and the
error in the structure factors. Noise-weighted
structure factors can be calculated as C,.F where
Cref = \/ (2FSC)/(1 + FSC) for the resolution shell.
C.et will have a value near 1.0 in well-determined
shells, but will decrease at high resolution where
the structure is less certain. In the main text we
apply this weighting scheme to maps to determine
more accurately the fall-off of structure factor
amplitudes with resolution and to suppress noise
when applying a positive temperature factor
during map sharpening.
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